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Preliminary Knowledge: Learning Causality with data
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• Causal inference：identification and estimation of 

causal effects

• causal effects：the strength of a causal relation

• Causal discovery：inferring causal graphs from 

data

: Greedy Equivalence Search

: PC

: LiNGAM
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A practical causal definition

• X is a cause of Y if and only if:

1. Change X leads to a change in Y

2. Keep everything else constant

Correlation/dependence/association

• X  and Y are correlated/associated if and only if:

1. X changes, Y also changes

A manipulation/intervention directly 
changes only the target variable X.
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machine learning is not stable
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machine learning is not explainable
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The benefits of bringing causality into machine learning

More explainable and more stable
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Stable Learning: From Statistical Learning 
Perspective
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Sample reweighting 

Linear part Bias cannot be modeled by linear part

Noise term

Assumption

1) the linear part of generation model is stable and invariant to unknown 

distribution shift 

2) the misspecification bias could be unstable and bounded 

Un-stability 

1) Bias term

2) Input variables without causality 

Estimate parameters as accurately as possible and make 

the error uniformly small for all x
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Sample reweighting 

Least squares regression

Solutions without collinearity:

However, the estimation error caused by misspecification term can

be as bad as

A small γ implies high collinearity, which means high collinearity leads to poor solution

Reducing collinearity by sample reweighting
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Toy example
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Toy example
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For regression:

For classification:
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Sample reweighting 

By treating the different columns independently

while performing random resampling, we can

obtain a column-decorrelated design matrix with

the same marginal as before.
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Sample reweighting 

By treating the different columns independently

while performing random resampling, we can

obtain a column-decorrelated design matrix with

the same marginal as before.

get sample weight by using density ratio estimation
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1. Stable Learning cares about not only the prediction accuracy but also the prediction stability 

across different distributions.

2. Causality provide firm soil for the understanding intrinsic mechanism of stable learning.



Thanks!

Q&A?
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https://github.com/KunKuang/Decorrelated-Weighted Regression
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